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Econ 641 W10


Exercise 8 (I.3 corr. as noted)
3/2, 3/5, due 3/8
Part I:  

I.1.  (5 HW points)  Using BOSTON.WF1, regress LMEDV (= LOG(MEDV)) on C and ZNOX and record your results in column 1 below.  

Regression Results:



Problem  


1

2

3



Dependent Variable

LMEDV
NLMEDV
LMEDV



Independent Variable

ZNOX

ZNOX

NZNOX

Slope Coeff.


________
________
________

S.E. (OLS)


________
________
________

S.E. of Regression

________
________
________

  To keep it simple, just use OLS SE’s, not White HCC.  Note that the “SE of Regression” (the estimated standard deviation of the regression errors), not to be confused with the SE of the regression coefficients, is reported at the bottom of the regression output.  It should be 0.351.

I.2  (20 HW points)  Now generate a Noisy version of the dependent variable LMEDV, say NLMEDV, which equals LMEDV plus a normally distributed error with mean 0 and this standard deviation.  This may be done as follows: 



NLMEDV = LMEDV + 0.351 * @RNORM 

The EViews function @RNORM generates pseudo-random N(0, 1) random numbers, so multiplying its output by a constant a generates pseudo-random Normal random numbers with mean 0 and standard deviation a, which is to say variance a2.  

(10 pts)  Regress NLMEDV on C and ZNOX and record your results in Column 2 above.  

The variance of your residuals should have roughly doubled, so that their standard deviation should have increased by roughly SQR(2) = 1.414… 

(2 pts)  By what factor has the “SE of Regression” actually increased?   ________________.   

(2 pts)  Are these two values close?  ______________

(2 pts)  By what factor has the Std. Error of your ZNOX coefficient increased?  ______________

(2 pts)  By how much has the coefficient on ZNOX changed?    _______________

(2 pts)  What is the ratio of the change to its new SE?  _________________

Since the noise has been added to the dependent variable in this regression, it just adds to the regression error and reduces the precision of the estimates, but does not bias the coefficients.  The coefficient will change randomly, but the change is unlikely to be significant relative to the new s.e.  Since your RNG seed is not the same as other students’, your results will not match exactly.  See below
I. 3.  (20 HW points)  Now generate a noisy version NZNOX of the explanatory variable ZNOX, with noise variance equal to that of ZNOX.  Since ZNOX has been standardized, it already has unit variance, so this can be done with 



NZNOX = ZNOX + @RNORM 

Unless the random number generator seed has been reset, this call to @RNORM will generate new normal random numbers, and not the same series over again.  See below.

(10 pts)  Regress LMEDV (without noise) on C and NZNOX and record your answers in Column 3 of I.1.  Since the noise has been added to the independent variable in this regression, “Errors in Variables Bias” is present.  Note that the variance of the regressor without the noise (ZNOX) is 1.00, as is the variance of the noise that you have added to it.  By what factor should the slope coefficient be biased, according to equation 9.27 9.33 in the text?  (Show calculation):  

(8 pts) 







____________

What is the actual ratio of the coefficient on NZNOX to that on ZNOX in Problem 1?  

(2 pts)







____________

For full credit on Problems 1-3, attach your output from Problem 3 with your name printed at the top by EViews.

When you use @RNORM without specifying a “seed”, it sets the seed arbitrarily, probably using the current clock reading, so that if you run this job again at a different time of day, you will get different results.  If it is important that you obtain replicable results, you can set the seed to a nonnegative integer of your choosing, say 1234, by executing the command 



RNDSEED 1234

in the command line on the EViews window.  If you then use @RNORM or any of the other Random number generators in EViews, the SEED will end up at a new value that will be used on the next call, unless you reset it in the meantime.  

I.4  (5 points)  Using workfile BASE.WF1, rerun MLOG on C YLOG R, as in exercise 5, and record your results below:  


variable

coeff.


se


t-stat

YLOG


___________

___________

___________

R


___________

___________

___________

included obs.   `
___________


(DW


___________)

There is conspicuous evidence of serial correlation that invalidates the t-stats, but just ignore it for now.  

I.5
(10 pts)  The nominal interest rate R may be endogenous in this equation, because an excess supply of monetary base may depress real interest rates, and therefore also nominal rates, through its “liquidity effect”.  However, by the “Fisher Equation”, the nominal rate R may be thought of as the sum of a real interest rate plus expected inflation.  Expected inflation is primarily determined by past inflation, and therefore is at least pre-determined in this equation.  Generate annualized average percent inflation for the past 4 quarters as follows: 

INF = 100 * LOG(P / P(-4))

P(-4) generates the 4th lag of P.  This does not exist for the first 4 observations, so the first 4 values of INF should be “NA”.  EViews will simply skip over observations with missing values like this, and reduce the reported “included observations’ accordingly.  


In order to check that INF is correlated with R and therefore potentially a good instrument, regress R on C and INF:


variable

coeff


se


t-stat

INF


__________

__________

__________

Adjusted R2

__________

(DW)


(__________)
Again, there is strong evidence of serial correlation, but for now tentatively assume that there is a valid positive correlation.  

I.6  (20 points)  Now re-estimate your monetary base demand function by Two Stage Least Squares (TSLS), as follows:  Specify MLOG C YLOG R as in problem I.4, but now under ESTIMATION SETTINGS / METHOD, select TSLS instead of LS.  Under Instrument List, list all the exogenous variables, namely YLOG and INF.  (YLOG may be a little endogenous, but not as much as R, so we’ll treat it as exogenous.)  The constant “C” (which represents a regressor whose value is always 1) is always exogenous, so EViews includes it in the list even if you don’t.  

variable

coeff.


se


t-stat


YLOG


___________

___________

___________


R


___________

___________

___________


included obs.   `
___________


(DW


___________)

Aside from the continuing presence of serial correlation, does the significance of the explanatory variables seem to be holding up?     ___________________
For full credit on I.6, attach your TSLS output to this exercise with your name written by Eviews at the top.  
Part II:  

II. 1.  (25 HW points) Load the Rubinfeld Voting Data set VOTING.TXT on the class webiste into a new workfile.  There are 95 observations, and 9 variables, identified as PUB12, PUB34, PUB5, PRIV, YEARS, SCHOOL, LOGINC, PTCON, and YESVM in the first row.  YESVM indicates how an individual voted on a school tax referendum (1 = yes).  PUB12 indicates if the individual had 1 or 2 children in public schools, PUB34 indicates 3 or 4, and PUB5 indicates 5 or more.  PRIV indicates a child in private school.  YEARS is the length of time the voter has resided in the district.  SCHOOL is 1 if the voter is a school teacher or employee.  LOGINC is log of income, and PTCON is a property tax index.   

     Regress the binary dependent variable YESVM on a constant (C) and the 8 explanatory variables using a PROBIT model.  To do this, select QUICK-ESTIMATE EQUATION-METHOD-BINARY, and select PROBIT, then enter the variables in the box in the usual way.  

a)  What is the coefficient on LOGINC?   ___________________

b)  Its asymptotically N(0,1) z-stat?  _______________________

c)  What is the 5% critical value for this?  __________________

d)  Which coefficients are significantly different from 0 at the 5% level?  ___________________

e)  How many iterations did EViews take to maximize the likelihood?     ________________

II. 2.  (15 HW points)  Now try a LOGIT model instead, by selecting LOGIT instead of PROBIT on the ESTIMATE menu.  

a)  What is the z-stat on LOGINC now?   ______________

b)  Which coefficients are significantly different from 0 at the 5% level?  _________________

c)  What is your log likelihood?  _____________________________

Note:  Because of the different transform used, the coefficients on LOGINC in the two models are not directly comparable.   However, it is meaningful to compare the z-stats.     
II.3.  (15 HW points)  Now use the Likelihood Ratio to test the hypothesis that the 3 coefficients on PUB12, PUB34, and PUB5 are all 0.  

a)  To do this, first rerun your LOGIT model without these 3 variables.  What is your log likelihood now?   _____________

b)  Using a) and your answer to 2c), what is the LR stat? (show calculation) 









 ________________________ 

c)  What is the distribution of this under the null?  _____________________

d)  How many DOF?  _____________________

e)  What is the 5% critical value?  ___________________

f)  Can you reject that they are all 0 @ 5%?  _________________ 

Note:  If you select VIEW-COEFFICIENT TESTS-WALD TESTS after running the unrestricted LOGIT regression, the Wald stat for setting C(2)=0, C(3)=0, C(4) = 0 will be similar to your answer in (b), but slightly different because it is based on a quadratic approximation to the likelihood function rather than the exact likelihood ratio.   
Note:  The “Restricted log likelihood” and “LR Statistic” automatically generated by EViews is, like the “Regression F statistic,” based on the restriction that all the coefficients except the intercept are 0.  Since this is not what is being asked, these are irrelevant for this assignment.    

For full credit on II.1-II.3, attach your LOGIT output to this exercise, with your name written by EViews at the top.  
