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Article

Are Sports Betting
Markets Prediction
Markets?: Evidence
From a New Test

Kyle J. Kain1 and Trevon D. Logan2,3

Abstract
Researchers commonly use sports betting lines as predictions of the outcome of
sporting events. Betting houses set betting lines conditional on bettors ex ante
beliefs about game outcomes, which implies that the predictive power of the sports
betting market could be an unintended consequence of betting house profit max-
imization. Using this insight, the authors propose a new test of the predictive power
of the sports betting market, which incorporates a seldom-used piece of comple-
mentary betting information: the over/under—the predicted sum of scores for a
game. Since the over/under has the same market properties as the betting line, it
should be similarly predictive about the actual outcome, while if bettors have differ-
ent beliefs about this game feature it need not be predictive. Using the universe of
betting lines and over/unders on National Football League (NFL), National Basket-
ball Association (NBA), National Collegiate Athletic Association (NCAA) college
football, and NCAA college basketball games from 2004 to 2010, the authors test
the predictive power of the sports betting market in a seemingly unrelated regres-
sion (SUR) structure that allows us to characterize both features of the betting mar-
ket simultaneously. The joint test reveals that while the betting line is an accurate
predictor of the margin of victory, the over/under is a poor predictor of the sum
of scores. The authors consistently reject the hypothesis that the sports betting
market overall functions well as a prediction market.
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Introduction

Researchers commonly use sports betting lines (the predicted margin of victory) as a

measure of the expected outcome of sporting events (Pankoff, 1968; Sauer, 1998).

One use of the betting line is to measure the degree to which a particular outcome

was unexpected—a proxy for shocks. This analysis extends beyond sports betting

and includes a host of studies that use betting lines to determine unexpected out-

comes and their effects on behavior. These studies include domestic violence

(Card & Dahl, 2011), riots on college campuses (Rees & Schnepel, 2009), fund-

raising (Coates & Depken, 2008), cognitive biases (Andrews, Sinkey, & Logan,

2011) and a host of other issues in economics, finance, and public policy. The argu-

ment for this use of betting markets is due to the literature which shows that betting

lines are extremely good predictors of the actual margin of victory—better than

experts and econometric models (Song, Boulier, & Stekler, 2007).

The use of sports betting lines as predictions is somewhat problematic on both

theoretical and statistical grounds. Theoretically, the betting houses that set the bet-

ting lines have clear incentives to maximize profit by taking into account the ex ante

beliefs of bettors.1 If the goal of the betting house is to minimize the risk of having

more winners than losers (and having to pay winners from its own sources), betting

lines should reflect the wager-weighted median of bettor beliefs. Similarly, betting

houses could adopt other, riskier, strategies depending on their risk tolerance and the

potential profitability of alternative strategies. In either case, the betting line need

not correspond to the expected outcome of the game. Indeed, any correspondence

would be incidental depending on the profit function of the betting house. Statisti-

cally, existing studies usually regress the betting line on the actual game outcome

and find that the relationship is quite strong, betting lines are well correlated

with actual margins of victory (Dare & Holland, 2004; Dare & McDonald,

1996; Gandar, Zuber, O’Brien, & Russo, 1988; Golec & Tanarkin, 1991; Sauer,

Brajer, Ferris, & Marr, 1988; Sinkey, 2011; Zuber, Gandar, & Bowers, 1985).

While this may establish the general predictive accuracy of the betting line, it is

not a powerful test against many reasonable alternatives. For example, these tests

usually do not consider subsets of games where the difference between bettor

beliefs and expected values may be acute.2

Recent research suggests that betting houses may systematically move betting

lines to counteract bettor biases such as beliefs in the ‘‘hot hand.’’ In particular,

Logan and Sinkey (2011) find that betting houses overprice favorites who ‘‘beat the

spread’’ in their previous contest. Similarly, Levitt (2004) shows that betting houses

attempt to manipulate bettors to have skewed distributions of wagers. While the bet-

ting house incurs substantial risk in this situation, the payoffs may be substantial. In
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general, the research to date has shown that the primary function of the betting house

is not to accurately predict the outcome of a given contest.
While betting lines may be good predictors of margins of victory, it does not

necessarily follow that sports betting markets serve as good markets of prediction.

In this article, we propose a new test for the accuracy of the sports betting market.

Our test incorporates a neglected, but related, piece of sports betting market infor-

mation—the over/under, the predicted sum of scores in a game (also known as the

totals). Bettors bet on over/unders just as they do betting lines, that the sum of scores

will be greater (over) or less than (under) the given value. If the betting line and the

over/under are accurate predictors, then together they fully characterize the game—

they predict the scores of each team, their sum and their difference (Evan & Noble,

1992). On the other hand, if both betting lines and over/unders are set to be medians

of bettor beliefs or some other function of bettor beliefs about a given contest, they

need not coincide to the extent that bettors may have different beliefs about the mar-

gin of victory as opposed to the sum of scores, and one piece may be more predictive

than another (Evan & Noble, 1992; Gandar, Zuber, & Russo, 1993; Paul & Wein-

bach, 2002). For example, bettors may believe that a football team will win by 7

(a touchdown) in either a high scoring game or a low scoring game. In other words,

the combination of the betting line and the over/under allows us to analyze the pre-

dictive power of the sports betting market since the betting house faces the same

profit function for both outcomes. The question is whether the betting house is actu-

ally predicting game outcomes or setting values as a function of bettor beliefs or

doing one for a given betting market and another for the other.
This distinction is important. While economists have concentrated on whether

bets are fair, we explicitly concentrate on whether betting market prices are

predictive. We combine betting lines and over/unders to construct a stronger test

for the predictive power of the sports betting market. Our approach is straightfor-

ward—the betting line and over/under allow us to determine a system of two equa-

tions for (1) the sum of scores and (2) their difference. As these two features are

related, if the betting market is predictive, we use a Seemingly Unrelated Regres-

sion (SUR) structure to define the system, allowing for correlations in the errors

between the equations. While this need not hold for a betting market (bettor beliefs

about one feature need not be related to the other), the correlation between the

two should exist if the betting market is predictive as they would be correlated with

each other.

Our test is a joint test of the coefficients in both equations—that they are equal to

one another and equal to the actual game outcome (bBettingLine ¼ bOver=Under ¼ 1). A

second test is that the intercept in the regressions are equal to one another and equal

to zero (aBettingLine ¼ aOver=Under ¼ 0), which would be consistent with the betting

line and over/under accurately predicting the outcome without systematic adjust-

ment, an obvious indication of lack of prediction. Our more general test exploits the

SUR framework—while a prediction market would require a mechanical relation-

ship between the betting line and the over/under, beliefs about the two could be

Kain and Logan 47

 at OhioLink on January 6, 2014jse.sagepub.comDownloaded from 

http://jse.sagepub.com/
http://jse.sagepub.com/


distinct. As such, testing for the independence of the two underlying equations

forms a test of whether or not the betting market is a prediction market. If the two

are independent, it holds that the sports betting market is most interested in setting

lines and over/unders that ensure profitability as opposed to accurately predicting

the outcomes of contests.

We use data on the universe of betting lines and over/unders from the National

Football League (NFL), National Basketball Association (NBA), National Collegi-

ate Athletic Association (NCAA) football, and NCAA basketball from 2004 to 2010

to test the predictive power of the sports betting market. In general, our joint test

reveals that the sports betting market does not perform well as a prediction market.

We consistently reject the hypothesis that the sports betting market is an accurate

predictor of both game outcomes. Specifically, we find that over/unders are set with

systematic errors. Moreover, we find that the results vary by sport: football-betting

markets (both NCAA and NFL) are more predictive than basketball markets (either

NCAA or NBA). More important, we fail to reject the hypothesis that the betting line

and over/under equations are independent. While in a prediction market the two

would be well correlated with one another by definition, our evidence is inconsistent

with that explanation. We conclude that the predictive power of the sports betting

market is relatively weak.

Our study makes several contributions to the literature. First, we extend the lim-

ited use of over/unders to the analysis of market prediction as opposed to market

efficiency. Evan and Noble (1992) and Gandar, Zuber and Russo (1993) used NFL

over/unders for one season, and more recently Paul and Weinbach (2002) used more

than a decade of NFL data on over/unders. Those studies, however, were interested

in the efficiency of the over/unders as opposed to their predictive accuracy. Simi-

larly, all of those studies used NFL data, while we analyze four major sports for

which totals markets exist. As such, we conclude that the lack of prediction of the

sports betting market is a general trend and not confined to one sport. Second, our

use of the SUR allows us to construct a simple test that incorporates a basic and

intuitive feature of the totals market—if the sports betting market is predictive, the

two metrics should be related to one another as they fully characterize a game.

Sports Betting Markets, Prediction, and Profit Maximization

Prediction markets have recently gained prominence due to their ability to forecast

future events with less variance and more accuracy than other techniques, such as

polling experts. Research on prediction markets has increased along with their use.

Theoretical papers in this literature include Ottaviani and Sorensen (2007, 2008) and

Wolfers and Zitzewitz (2004, 2007), while empirical papers cover a wide variety of

issues, including macroeconomic events and political elections (Rhode & Strumpf,

2005; Snowberg, Wolfers & Zitzewitz, 2007). Many firms now use prediction mar-

kets to estimate the likelihood of future events.3Among prediction markets,

48 Journal of Sports Economics 15(1)
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gambling on sports is one of the oldest and largest—a key strength is that results of a

particular contest are public and known with certainty.4For this reason, sports bet-

ting markets have been among the most popular of prediction markets studied by

researchers.

The sports betting market is straightforward. Betting houses facilitate the process

by setting the betting line that bettors wager on. The money that is bet on the losing

side of the outcome is used to pay off the winning wagers and the betting house

retains their fixed percentage, known as the vigorish. Intuitively, betting houses

do not risk losing money if exactly half of the total amount bet is on one side of the

betting line and the other half on the other side, regardless of the outcome. If this

does not occur, the betting house incurs some risk.

Betting houses could profit handsomely if there were more losing bets than win-

ning bets, but such a strategy would involve substantial risk to the betting house. A

particularly strategic betting house could attempt to maximize profit over a range of

contests, but they would also risk losing substantial sums of money. For this reason,

models of betting houses typically begin by assuming that betting houses are primar-

ily interested in setting betting lines that will guarantee equal betting on either side

of the betting line (see Gray & Gray, 1997, and others for use of this assumption).5

The betting line is usually understood to be expected wager-weighted median of

bettor beliefs about the outcome of the game in question as opposed to the expected

value of the outcome. Kilby, Fox, and Lucas (2002) and Roxborough and Roden

(1998) point out in guides for sports book management that a bookmaker’s primary

objective is, in fact, to minimize risk. This need not be the case, however. For example,

betting houses compete with each other for customers, and in doing so they could offer

more attractive betting lines if they would result in a larger pool of wagers. Indeed,

betting houses earn more in expectation the more money that is wagered.

In general, the betting house is responsive to the beliefs of bettors. While the bet-

ting house’s profit function must take into account the wager-weighted distribution

of bettor beliefs (and pick a point in that distribution that they believe would max-

imize profit, given their own beliefs about the outcome of the specific contest), the

betting house does not have to consider the accuracy of the betting lines that they set.

In fact, the predictive accuracy of the betting line is irrelevant to the betting house.

For example, if betting lines L1 and L2 would yield the same expected profit, the

betting house would be perfectly indifferent between offering either line to bettors

as their expected profits would be the same.

The same argument applies, directly, to the over/unders, the only difference

being that the outcome is the sum of scores of the contest in question. In both cases,

the betting house’s incentives are the same, to set a line that maximizes profit

given the ex ante beliefs of bettors.6We take the fact that betting houses set both

betting lines and over/unders as evidence that both markets are profitable for the

betting house in expectation.

Given this structure of the market, it is easy to see that the sports betting market

need not be predictive. Indeed, the sports betting market is only predictive if the
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bettors happen to have beliefs that are predictive about the game outcome in

question. As noted earlier, there may be particular cases where bettor beliefs deviate

from expected outcomes, and in these situations betting lines and over/unders would

cease to be predictors of game outcomes. Bettors may have accurate beliefs about

one outcome but systematic bias about another. Betting houses profit when they take

these biases into account, but it would leave the betting market a poor predictive

market, at least for features where bettors have known biases. While previous

research has established that bets placed on the over/unders of NFL games are

indeed fair (Evan & Noble, 1992; Paul & Weinbach, 2002), the predictive power

of over/unders has not been explored in any detail in the literature. A related open

question is whether these markets are independently and jointly predictive.

Derivation of the Test

The most common method of assessing the predictive power of the sports betting

market is to regress the actual outcome of a game on the associated betting line and

a list of meaningful covariates and then to test whether or not the betting line is sta-

tistically different from the outcome on average. Variations of this method have been

used by Zuber et al. (1985); Gandar et al. (1988), Sauer et al. (1988), Golec and

Tamarkin (1991), Dare and McDonald (1996), Dare and Holland (2004), and Fair

and Oster (2007). Most of these studies have found that the betting line (SPREAD)

is not statistically different from the margin of victory (MOV), on average.

Our test adopts that general structure to the sum of scores (SUM) and the over/

under (Over/Under). While this method may be problematic in testing for the effi-

ciency of the over/under (Evan & Noble, 1992; Gandar et al., 1993; Paul & Weinbach,

2002), this is the preferred test for the predictive power of the totals market.7 This

yields a system of equations that characterize the predictive power of the betting mar-

ket. In particular, the general structure is

MOVi ¼ b0 þ b1SPREADi þ e1i; ð1Þ

SUMi ¼ b2 þ b3Over=Underi þ e2i: ð2Þ

The first test is that b0 ¼ 0, b2 ¼ 0, which is a necessary condition that the predic-

tion be free of any systematic error. The second test is that b1 ¼ 1, b3 ¼ 1, which is

the key to prediction—the betting line or over/under should be an accurate predictor.

We further propose a joint test of the sports betting market. When thinking of the

joint test, it is important to note that the errors of one test may be correlated with

the errors of the other. Indeed, the sum of scores and the margin of victory have a

mechanical relationship to one another. This naturally gives rise to a system of

equations (Equations 1 and 2 above) that are SUR, as in Zellner (1962). That is,

shocks to one equation would have natural spillovers to the other. For example,

games that are predicted to be blowouts are, by definition, high scoring games.

50 Journal of Sports Economics 15(1)
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This implies that E½e1e2jSPREAD;Over=Under� 6¼ 0, and as such the SUR is the

appropriate specification.

Our joint test combines Equations 1 and 2 into a standard linear SUR framework

where we subsequently formally test the joint hypotheses that b0 ¼ b2 ¼ 0 and that

b1 ¼ b3 ¼ 1 each of these tests has a chi-square distribution with two degrees of

freedom). Our conjecture is that if the market is predictive, then we will fail to reject

the two hypotheses given above—this would imply that (strong form) the betting

houses accurately predict game outcomes and/or that (weak form) bettor beliefs

about all facets of game outcomes are equally accurate. If we reject either of these

hypotheses, however, this implies that betting houses (and, by implication, bettors)

are not as good about predicting some game outcomes as others. Naturally, this

implies that the sports betting market does not function well as a prediction market

overall, while it may function well as a predictor of certain outcomes.

In addition to this, we use the Breusch-Pagan test of the independence of the two

equations as a test of the relationship between these two features of the betting mar-

ket. As we noted earlier, there is a mechanical relationship between the betting line

and the over/under if the sports betting market also functions as a prediction market.

Since in any prediction market the two features fully characterize the contest (they

jointly solve for the scores of both the teams, their sum, and their difference) they must

be correlated.8 In a belief structure, which need not be predictive, this need not be the

case. For example, a bettor may have beliefs about a contest being high or low scoring

that is independent of their belief about the margin of victory. It is in this sense that the

sports betting market ceases to be predictive—features of the contest can be subject to

different beliefs that need not fully characterize the contest. Formally, if s12 is the

covariance between the two regression equations, we test the hypothesis that

s12 ¼ 0 (i.e., that the regressions are independent, which would imply that the mar-

ket is not predictive). The Breusch-Pagan test statistic in this instance is

l ¼ N
s2

12

s11s22

� �
, which has a chi-square distribution with one degree of freedom.

Data

We exploit a unique source of data to test for market efficiency in this betting market.

We use data from four major betting markets, NCAA football, NCAA basketball,

NBA, and the NFL from the 2004-2010 seasons in addition to game outcomes from

the sports books at pinnacle. Table 1 presents the summary statistics for the data of

the four sports. Using all games for each sport gives us large sample sizes, with

2,245 NFL games, 4,902 college football games, 9,763 NBA games, and 23,462 col-

lege basketball games. The summary statistics reveal several interesting differences

between the professional and college sports. In general, professional sports have

smaller average margins of victory than their college counterparts (3.3 vs. 5.2 for bas-

ketball, 2.6 vs. 3.4 for football), NFL games are lower scoring than their college
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counterparts (42 vs. 52 respectively), while the opposite is true in basketball (196 for

the NBA vs. 137 for college). We note that part of the difference in basketball could be

due to the fact that NBA games are 8 min longer than college contests.

There are also interesting features of the betting markets for these sports.

Football, both college and professional, exhibits larger differences between opening

and closing betting lines than basketball. Since both college and professional foot-

ball usually have a week between games, a longer time than the few days between

basketball games, we would expect the difference in opening and closing lines to be

larger in football than in basketball as the longer fallow period would allow for more

information to be gathered, which could affect a bettor’s beliefs about the upcoming

game. The NBA has no change from the opening line to the closing line and college

basketball only sees a .01 increase. The NFL closing line is .06 lower than the open-

ing, and college football has an even bigger differential of .12. Although this shows

some movement, we note that overall movement of betting lines and over/unders is

small. This is consistent with research that has shown that line movements respond

to new information (Avery and Chevalier, 1999). Since most contests will feature

limited new information from the time the initial betting line is set, we would expect

relatively small movements, on average.

Testing for the Predictive Power of the Sports
Betting Market

Independent Tests of Sports Betting Market Predictive Power

We begin our analysis with the single equation test (Equations 1 and 2) to see how

accurately the opening and closing betting lines predict the actual margin of victory

and to see how closely the opening and closing over/under predict the sum of scores

for each game. Table 2 shows the opening/closing line regressed against the actual

margin of victory as well as the opening/closing over/under against the actual sum of

scores. In general, the sports betting lines accurately predict the margin of victory in

games. Indeed, the opening and closing lines predict with virtually the same accu-

racy. As we argued earlier, if line movements reflect bettor responses to new infor-

mation, and if new information is rare, then opening and closing lines should not

differ substantially and their relationship to the final outcomes would also be similar.

For example, in Table 2 the predictive power of the opening betting line in the NBA

is quite similar to the predictive power of the closing line (coefficients of .953

vs. .945) and we fail to reject the hypothesis that the two are equally predictive

(p > .01). College basketball follows a similar pattern; the closing line coefficient

of 1.002 is closer to 1 than the opening line coefficient of .962.

We next test whether or not the coefficient on each betting characteristic, such as

the opening/closing line or over/under, is equal to 1 in the four different sports

reported in Table 2. The results show that the opening line fails to accurately predict

the margin of victory in every sport but the NFL. We reject the null hypothesis that
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the opening betting line coefficient is equal to one in the NBA (p < .05), college

football (p < .01), and college basketball (p < .01). Only for the NFL do we fail

to reject the null hypothesis that the opening betting line coefficient is equal to one

(p > .1). The closing line is slightly more accurate as it correctly predicts margin of

victory in the NBA, NCAAB, and the NFL. College football, however, is an excep-

tion. This may be a result of a bettor bias toward certain teams. Bettors could

behave irrationally and pick highly ranked teams or heavy favorites, regardless

of the betting line. Bettors might also lack sufficient information to make an accu-

rate bet and instead rely on their loyalty to a team, past results, or an inherent favor-

itism toward certain teams. This could also reflect the fact that betting markets are

uneven—teams with larger fan bases may place a disproportionate number of bets

in the college football market.

The results for the predictive power of over/unders are reported in Table 2. In all

of the sports, the opening over/under does not accurately predict the sum of scores of

games. There are significant differences by sport. The opening over/under is far and

away the most accurate in college football (coefficient of .890) when compared to

the other three sports. College basketball is the least accurate (.185) followed by the

NFL (.226) and the NBA (.318). The closing over/under is more accurate in both the

NFL and college football (coefficients of .886 and 1.016, respectively), but it has

very low predictive power in college basketball and the NBA (.390 and .301, respec-

tively). Both the opening and closing over/unders are very inaccurate in basketball

generally, especially when compared with those of the NFL and college football.

In stark contrast to the betting line, we nearly always reject the hypothesis that the

over/unders are predictive of the actual sum of scores. When we test that the coeffi-

cient for the opening and closing over/under is equal to 1 for the NFL we reject the

null hypothesis (p < .01) for both the opening and closing. We also reject the null

hypothesis that the opening over/under is predictive in college football (p < .01), but

with the closing over/under we fail to reject the null. In the NBA, we reject the null

hypothesis with both the opening and closing over/under (p < .01 in both). College

basketball follows the same pattern—we reject both hypotheses at the 1% level.

Table 2 also shows the results for tests of systematic bias in the predictive power

of the sports betting market. We test whether the intercepts are equal to 0. If we fail

to reject the null hypothesis, then this would be evidence that the betting market is

accurately predicting the actual characteristics of the game. In the NFL, both the

opening and closing over/unders appear to have systematic differences with the

actual sum of scores, as we reject the null hypothesis for both at the 1% level. Col-

lege football follows a slightly different pattern. We reject our null hypothesis for

both the opening line and over/under (p < .01), which also implies systematic differ-

ences with the actual outcome. We fail to reject the null hypothesis in regard to the

opening and closing over/under. Basketball sums of scores, both NBA and college,

are poorly predicted by both the opening and closing over/unders (rejected at the 1%
level). Overall, in basketball, the over/under has a systematic difference with the

actual sum of scores while the betting line seems to accurately predict the margin
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of victory. In college football, both the opening line and over/under have systematic

differences with the actual game outcomes. The NFL is slightly different, the open-

ing and closing over/under appear to be accurate while neither line accurately pre-

dicts actual game outcomes.

Joint Test of the Predictive Power of the Sports Betting Market

We now address our new, stronger test using the betting line and over/under in a

joint test of the predictive power of the sports betting market. By introducing the

over/under as a second characteristic of the game, this new test gives us a better idea

of the predictive power of the betting market. If we reject our null hypothesis that

bspread ¼ bover=under ¼ 1 and aspread aover/under we have very clear evidence that the

sports betting market does not seek to predict the actual outcomes of games, but a

function of bettor beliefs. We also perform the Breusch-Pagan Independence test

to determine whether or not the two equations are related. As we noted earlier, a pre-

diction market implies a tight correlation between the betting line and over/unders.

Our null hypothesis is that the two equations are independent of one another,

s12 ¼ 0, which we take as evidence that the market fails to be internally consistent

with a prediction market.

As Table 2 shows, in the NFL we reject both our hypotheses for the joint test of

the opening betting line and over/under (p < .01) and we fail to reject the hypothesis

that the two equations are independent. We see the same results for the closing line

and over/under (p < .01). College football is slightly different—we reject our joint

test at the 1% level for the opening betting line and over/under and reject it for the

closing as well at the 1% level. We also reject the test of independence between

the two equations (p < .01) for both the opening and closing values. This shows that

the two equations are seemingly related, such that the correlation between the

betting line and over/unders is relatively strong in college football.

In the NBA for the opening line and over/under, we reject our joint test hypoth-

esis at the 1% level and we fail to reject our null hypothesis that the equations are

independent of each other. Each of our test shows that the NBA betting market is

not a prediction market. We find the same results in college basketball, where we

reject our joint test’s null hypothesis (p < .01) for both the opening and closing val-

ues. In addition, we fail to reject the null hypothesis that the equations are indepen-

dent of each other. Overall, the joint tests for all four sports are inconsistent with the

sports betting market performing well as a prediction market once the over/unders

are included in the analysis.

Conclusion

Rather than testing the predictive power of a single aspect of the market, we com-

bined information on both the betting line and the over/under to construct a joint
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test of the predictive power of the market. Given that the betting house has

the same incentives for all market features, our test explicitly took advantage

of the potential distinction between prediction and profitability in the betting

market. We found that, overall, the sports betting market is not as predictive in

some features as it is for others. Our joint tests revealed that while the betting

line is an accurate predictor of the margin of victory, the over/under is a poor pre-

dictor of the sum of scores in a contest. As such, tests of the joint predictive power

of the market revealed that it functions poorly as a prediction market. Further-

more, we found that the two sets of market information were independent—the

mechanical relationship that would exist if the market were predictive was not

found in the data.

There are several possible explanations for our main finding. First, it could be the

case that bettors on over/unders are less informed than bettors on betting lines. This

would leave the bettors on over/unders to have more skewed belief distributions that

betting houses would need to account for. Second, there could be inherent differ-

ences in the ability of betting houses and bettors to predict the sum of scores as

opposed to their difference. In essence, bettors could be more confident that it will

be a closely contested game than whether it will be high or low scoring one. This

would imply that the bettor beliefs about betting lines would have thinner tails than

those for over/unders. Third, it could be the case that there is significantly less

money bet on the over/unders as opposed to the betting line. In this instance, the

relatively small potential losses from incorrectly setting the over/under would

cause the betting house to underinvest in developing precise information that

would lead to more accurate predictions. While each of these possibilities is plau-

sible, we note that each hinges on the betting house functioning as a profit maxi-

mizer as opposed to an accurate predictor of outcomes. While the exact mechanism

behind our main results remains elusive, every reasonable explanation requires

that the betting house be a profit maximizer whose interest in predicting the actual

outcome is important only to the extent that it coincides with profit maximization.

Predictive power of some outcomes of interest may be an unintended outcome of

profit maximization by betting houses.

Future research on betting markets should seek to incorporate additional

information to form stronger tests of features believed to apply to betting

markets overall. As we noted earlier, the few studies that do employ over/unders

(Evan & Noble, 1992; Gandar et al., 1993; Paul & Weinbach, 2002) have used

NFL data, and only one of those studies used data for more than one season.

Future studies should add additional evidence to the literature as well as gauge

the magnitude of the effects. For example, studies of the effects of information

flows on prices should exploit movements in the over/unders in addition to move-

ments in the betting line. If betting lines move and over/unders do not (or vice

versa), this type of asymmetric price adjustment could be exploited to derive and

test the nature of the effects of information on prices, cognitive biases, and other

relevant topics.
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Appendix

Proof of the Profit Maximization of Risk Minimization

Given the risk minimization motive for betting houses, we start by establishing a

minimum acceptable threshold for making profit in the betting market. With some

probability, p, the bet will be successful, and since this market allows for only two

outcomes, the remaining probability, 1� p, captures the instance when the bet is not

successful. The revenue of a bettor is multiplied by the bet size, B.9 Also every bet

has a fixed amount of money that is given to the betting house, the vigorish. The

threshold for any particular bet is thus a probability of success that exceeds the sum

of the probability of failure and the transaction cost. After accounting for the vigor-

ish, it must be the case that

pB� cB � ð1� pÞB; ðA1Þ

and

ð1� pÞB� cB � pB: ðA2Þ

If c ¼ 0, there were no vigorish, then a risk-neutral bettor would be indifferent

between betting that a team would beat (or, conversely, lose to) the line if the prob-

ability that a team beat the spread was equivalent to the probability that a team lost to

the line. (This would represent a coin flip.) Otherwise, the bettor would bet on the

outcome that was more likely.10

The left-hand side of Equation A1 represents the profit made by betting on a team

to beat the betting line and the bet being successful. The left-hand side of Equation

A2 represents the profit made by betting against a team to beat the betting line and

the bet being successful. The right-hand sides of both equations represent the loss

realized from an unsuccessful bet. Factoring out B and rearranging terms yields the

key relationship:p 2 1�c
2
; 1þc

2

� �
. A bettor will place a bet on a team to beat the spread

if she believes that the team has a greater than 1þc
2

percent chance of beating the bet-

ting line. Conversely, a bettor will bet against a team beating the spread if she

believes that the team has less than a 1�c
2

percent chance of beating the betting line.11

Betting houses aggregate this betting behavior to make profit. From the perspec-

tive of a betting house, a betting line l is efficient if it guarantees profit in expecta-

tion. More formally, the betting house chooses l to satisfy both

E pb
t jlt;Otðlt; ItÞ

� �
B� E 1� pb

t jlt;Otðlt; ItÞ
� �

Bþ cB � 0; ðA3Þ

and

E 1� pb
t jlt;Otðlt; ItÞ

� �
B� E pb

t jlt;Otðlt; ItÞ
� �

Bþ cB � 0; ðA4Þ

where lt is the line at time t, Ot is the distribution of bettor beliefs about the likeli-

hood of beating a betting line, and It is the information set of the bettors at time t,

which includes all relevant information a bettor chooses to use when betting on a
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particular team to beat the betting line. This information set includes any informa-

tion that bettors may use, such as injuries, whether a team has a strong tradition,

opponent strength, and past results against the line. From a betting house’s perspec-

tive, any pb
t 2 1�c

2
; 1þc

2

� �
guarantees that Equations A3 and A4 hold. Note further

that for common distributions of beliefs, such as uniform and normally distributed

beliefs, setting a line close to the median is efficient—it guarantees that bettors will

be indifferent between betting on either side of the betting line, which in expectation

would give equal amounts of money on either side of the bet.

It is easy to show that risk-minimizing behavior is profit maximizing for the bet-

ting house. Suppose that, for a given line lt, the cumulative probability distribution

associated with individuals who believe the line is too low is f ðltÞ and the cdf asso-

ciated with individuals who believe the line is too high is gðltÞ, such that

f ðltÞ þ gðltÞ ¼ 1. Furthermore, suppose that the betting house has the same beliefs,

qðltÞ, as the bettors, such that f ðltÞ ¼ qðltÞ. For a given line, the betting house’s profit

function becomes:

f ðltÞBþ gðltÞBþ c f ðltÞBþ gðltÞBð Þ � 2qðltÞf ðltÞB� 2 1� qðltÞð ÞgðltÞB: ðA5Þ

Here, setting lt such that f ðltÞ ¼ 0:5 is both risk minimizing and profit maximizing.
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Notes
1. Some betting houses purchase their betting lines from professional odds makers, but even

in these situations the same profit motives would apply for the betting house.

2. As Sinkey and Logan (2011) note, these are tests of predictive power but have usually

been interpreted as tests of market efficiency. We make clear here that we are testing for

predictive power, which differs fundamentally from efficiency. See Sinkey and Logan

(2010) for more on the distinction between the two.

3. For example, Google uses prediction markets to predict events relevant to company prof-

itability, including the number of users for Gmail, the quality rating of Google Talk,
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whether or not Apple will release an Intel-based Mac, and so on (Cowgill, Wolfers, &

Zitzewitz, 2009).

4. The public nature of the outcome is important. For example, previous Intrade contracts

have been controversial. In 2006, the bet of whether or not North Korea would success-

fully fire a missile outside of its own airspace was improperly worded, leading to confu-

sion and anger from bettors in the betting market.

5. Sinkey and Logan (2011) show that risk minimization is equal to profit maximization if

the betting house has the same belief about winning probabilities for a given line as the

bettors. We show the proof in the Appendix.

6. More precisely, this median would be weighted by the size of the bets placed.

7. Evan and Noble (1992) and Paul and Weinbach (2002) use a likelihood ratio tests to test

for the efficiency of the totals market due to skewness in the forecast errors. Our position

is that skewness of the forecast errors itself should be considered problematic for the

totals market to be a prediction market, and throws into question the general predictive

power of the betting market.

8. While one possibility is to estimate a system of four equations (adding equations for the

predictions of the two teams’ scores in addition to Equations 1 and 2), the system would

be overdetermined by definition since it would have four equations and two unknowns.

As such, tests of the independence of the regressions would be rejected simply due to the

functional form employed and would not constitute a robust test for the predictive power

of the betting market.

9. Betting houses may cap the size of the bet; for example, Kilby et al. (2002) suggest that

gambling houses should cap the size of the bet at $2,000 for college football, although

betting houses may choose to pursue higher limits if they feel that bettors are particularly

uninformed. However, this would not prevent bettors from having others bet for them.

Thus, we model bet size to be arbitrarily large, although in principle the bet size is capped.

10. Note that since all participants in the betting market pay the vigorish, they are inherently

risk-loving.

11. For most betting markets, this number is 52.4%.

References
Andrews, R., Sinkey, M., & Logan,T. D. (2011). Identifying confirmatory bias: A regression-

discontinuity approach. Working Paper, The Ohio State University.

Avery, C., & Chevalier, J. (1999). Identifying investor sentiment from price paths: The case of

football betting. Journal of Business, 72, 493–521.

Card, D., & Dahl, G. (2011). Family violence and football: The effect of unexpected emo-

tional cues on violent behavior. Quarterly Journal of Economics, 126, 103–143.

Coates, D. and Depken, C. A., II (2008). Do College Football Games Pay for Themselves?

The Impact of College Football Games on Local Sales Tax Revenue. Working Papers

0802, International Association of Sports Economists and North American Association

of Sports Economists.

Cowgill, B., Wolfers, J., & Zitzewitz, E. (2009). Using prediction markets to track informa-

tion flows: Evidence from Google. Working Paper, Dartmouth College.

Kain and Logan 61

 at OhioLink on January 6, 2014jse.sagepub.comDownloaded from 

http://jse.sagepub.com/
http://jse.sagepub.com/


Dare, W., & Holland, S. (2004). Efficiency in the betting market: Modifying and consolidat-

ing research methods. Applied Economics, 36, 9–15.

Dare, W., & McDonald, S. (1996). A generalized model for testing the home and favorite

team advantage in point spread markets. Journal of Financial Economics, 40, 295–318.

Evan, W. E., & Noble, N. R. (1992). Testing efficiency in gambling markets. Applied Eco-

nomics, 24, 85–88.

Fair, R., & Oster, J. (2007). College football rankings and market efficiency. Journal of Sports

Economics, 8, 3–18.

Gandar, J., Zuber, R., O’Brien, T., & Russo, B. (1998). Testing rationality in the point spread

betting market. Journal of Finance, 43, 995–1008.

Gandar, J., Zuber, R., & Russo, B. (1993). Testing efficiency in gambling markets: A com-

ment. Applied Economics, 25, 937–943.

Golec, J., & Tamarkin, M. (1991). The degree of inefficiency in the football betting market.

Journal of Financial Economics, 30, 311–323.

Gray, P., & Gray, S. (1997). Testing market efficiency: Evidence from the NFL sports betting

market. Journal of Finance, 52, 1725–1737.

Kilby, J., Fox, J., & Lucas, A. (2002). Casino operations management (2nd ed.). Hoboken,

NJ: Wiley.

Levitt, S. D. (2004). Why are gambling markets organised so differently from financial mar-

kets? Economic Journal, 114, 223–246.

Ottaviani, M., & Sorensen, P. (2007). Aggregation of information and beliefs in prediction

markets. Working Paper, Northwestern University.

Ottaviani, M., & Sorensen, P. (2008). Aggregation of information and beliefs in prediction

markets: Lessons for asset pricing. Working Paper, University of Copenhagen.

Pankoff, L. D. (1968). Market efficiency and football betting. Journal of Business, 41,

103–114.

Paul, R., & Weinbach, A. (2002). Market efficiency and a profitable betting rule: Evidence

from totals on professional football. Journal of Sports Economics, 3, 256–263.

Rees, D. I., & Schnepel, K. T. (2009). College football games and crime. Journal of Sports

Economics, 10, 68–86.

Rhode, P., & Strumpf, K. (2008). Historical presidential betting markets. Journal of Economic

Perspectives, 18, 127–142.

Roxborough, R., & Rhoden, M. (1998). Sports book management: A guide for the legal book-

maker. NV: Las Vegas Sports Consultants.

Sauer, R. (1998). The economics of wagering markets. Journal of Economic Literature, 36,

2021–2064.

Sauer, R., Brajer, V., Ferris, S., & Marr, M. W. (1998). Hold your bets: Another look at the

efficiency of the gambling market for National Football League games. Journal of Polit-

ical Economy, 96, 206–213.

Sinkey, M. (2011). How do experts use Bayes’ rule? Evidence from an incentive-free environ-

ment (Unpublished manuscript). The Ohio State University.

Sinkey, M., & Logan, T. D. (2011). Does the Hot Hand Drive the Market? Evidence from Bet-

ting Markets. Working Paper, The Ohio State University.

62 Journal of Sports Economics 15(1)

 at OhioLink on January 6, 2014jse.sagepub.comDownloaded from 

http://jse.sagepub.com/
http://jse.sagepub.com/


Snowberg, E., Wolfers, J., & Zitzewitz, E. (2007). Partisan impacts on the economy: Evi-

dence from prediction markets and close elections. Quarterly Journal of Economics,

122, 807–829.

Song, C., Boulier, B. L., & Stekler, H. O. (2007). The comparative accuracy of judgmental

and model forecasts of American Football Games. International Journal of Forecasting,

23, 405–413.

Wolfers, J., & Zitzewitz, E. (2004). Prediction markets. Journal of Economic Perspectives,

18, 107–126.

Wolfers, J., & Zitzewitz, E. (2007). Interpreting prediction market prices as probabilities.

Working Paper, Stanford GSB.

Zellner, A. (1962). An efficient method of estimating seemingly unrelated regressions and

tests for aggregation bias. Journal of the American Statistical Association, 57, 348–368.

Zuber, R., Gandar, J., & Bowers, B. (1985). Beating the spread: Testing the efficiency of the

gambling market for National Football League games. Journal of Political Economy, 93,

800–806.

Author Biographies

Kyle J. Kain is an undergraduate student at the University of Michigan studying Sport Man-

agement. This is his first publication.

Trevon D. Logan is a professor of Economics at The Ohio State University and Research

Associate at the National Bureau of Economic Research.

Kain and Logan 63

 at OhioLink on January 6, 2014jse.sagepub.comDownloaded from 

http://jse.sagepub.com/
http://jse.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


