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Name ______________________


Signature ___________________________

Econ 641 W10


Exercise 7
2/23, 2/25, due 3/1
Part I:  Weighted Least Squares (WLS)

1.  (5 HW points)  Using MILDATA.WF1, run LOGF on C, LOGPAY and RACE again (as in Ex 6), and record your results below:  




   Coefficient

 
SE

t-stat (coeff = 0) 

C


_______________
________________
______________

LOGPAY

_______________
________________
______________

RACE


_______________
________________
______________

2.  (20 HW points)   Now rerun the regression of Problem 1 (LOGF on C LOGPAY RACE) by Weighted Least Squares (WLS), under the assumption that variance of LOGF is approximately V = (1-F)/MIL, as discussed in class.  To do this, first generate V, then W = SQR(1/V), since the “weight” EViews is looking for is the reciprocal of the predicted standard deviation.  Then under ESTIMATION SETTINGS > METHOD select LS, but under the OPTIONS tab, select WEIGHTED LS and enter your W in the WEIGHT window.  What are your results now?  




   Coefficient

 
SE

t-stat (coeff = 0) 

C


_______________
________________
______________

LOGPAY

_______________
________________
______________

RACE


_______________
________________
______________

Are your coefficient estimates the same or different than in Problem 7?   __________

Are your se’s the same or different than in Problem 7?  

        __________

For credit on #1-2, print out your WLS regression results with your name as the title.  

3.  (10 HW points)  If WLS were not available in EViews, how could you obtain the same WLS results using OLS and constructed variables?   

Part II:  Regressor Conditional Heteroskedasticity (RCH) and the White Heteroskedasticity Consistent Covariance (HCC) matrix.  
4.  (20 HW points)  Using BOSTON.WF1, regress LMEDV (= log(MEDV)) on C and ZNOX again.  What is your slope coefficient?      ________________    

                                                  Its se?       ________________

Note:  Recall that ZNOX = (NOX - @MEAN(NOX))/@STDEV(NOX) . 

Now test the residuals of this regression for Regressor Conditional Heteroskedasticity (RCH) using the White Test, by regressing its squared residuals on a general quadratic function of ZNOX.  After running the above regression, its residuals are in the EViews-supplied variable RESID, so this can be done simply by running 



RESID^2  C  ZNOX ZNOX^2

by OLS immediately after the first regression.  Now test that the coefficients on ZNOX and ZNOX^2 are both 0 by looking at the Regression F Test.   


Regression F-stat:                            ________________


(num, den) DOF                              ________, _______


p-value                                             ________________

Can you reject Homoskedasticity @ 1% ?  ________________

Caution – if you mess up the second regression, the residuals in RESID may no longer be those of the first regression, so you must go back and rerun it before retrying the second regression.  

5.  (15 HW points)  Now run the same test automatically, as follows:  Rerun LMEDV on C and ZNOX as in the first regression above, so that this is the active equation.  Then in the EQUATION window, select VIEW > RESIDUAL TESTS > HETEROSKEDASTICITY > WHITE > (Include White Cross Terms) > OK.  (This may require EV 6+)  What are your results?  


White F-stat                                   ___________________


Did EViews get the right answer? ___________________

6.  (15 HW points)  Since RCH is present in the regression of LMEDV on C and ZNOX, rerun it with White Heteroskedasticity Consistent Covariance Matrix (HCC) standard errors, as follows:  As you rerun the regression, elect ESTIMATE > OPTIONS Tab > HETEROSKEDASTICITY CONSISTENT COEFFICIENT COVARIANCE > WHITE Button > OK.  What is your slope coefficient now?  


Slope _______________     Same as Problem 1?   ________


SE     _______________     Same as Problem 1?   ________

Testing the full-blown Boston regression, with a constant and 13 regressors, for RCH requires regressing the squared residuals on as many as 13(13+1)/2 = 91 quadratic terms in addition to a constant and 13 linear terms.  We’ll omit this this year, in view of the snow emergency last week. 

For full credit on #4-6, print out your results for Problem #6 with your name printed at the top by EViews and attach to this HW.  
Part III:  Leptokurtosis and Robust Regression
7.  (10 HW points)  Using the Harrison-Rubinfeld BOSTON data set, rerun 

LMEDV C ZNOX AGE B CHAS CRIM DIS INDUS LSTAT PTRATIO RAD RM TAX ZN 

by OLS.  To keep it simple, deselect WHITE HCC before you click OK, in order to get OLS standard errors.  Record the coefficient on ZNOX below:  


ZNOX       
____________


(se)

____________

With this regression active, in the EQUATION Window, select VIEW > RESIDUAL TESTS > HISTOGRAM & NORMALITY TEST  

What is the s.d. of your residuals?             ______________.  

What is the maximum absolute residual?  ______________  

How many standard deviations is this?     ________________  

8  (15 HW points)  What is the coefficient of Skewness?  __________________  

What is its normalized value, to 3 decimal places?  Show your calculation:   

What is the 2-tailed normal critical value at the 5% level?  ______________

Can you reject normality with the Skewness coefficient at the 5% level? ________________ 

9.  (15 HW points)  What is the coefficient of Kurtosis?  ____________________  

What is its normalized value, to 3 decimal places?  Show your calculation:

[Note -- EViews reports the raw or full kurtosis, not the excess kurtosis (i.e. the excess over 3), as some packages do.] 

What is the critical value for this statistic at the 1% level?  ________________

Can you reject normality with the Kurtosis coefficient at the 1% level?  ___________ 

Does this coefficient indicate Platykurtosis or Leptokurtosis? _________________

10.  (15 HW points)   What is the sum of the squares of your normalized skewness and kurtosis coefficients?  ___________  

What Jarque-Bera statistic is reported by EViews?  ____________ 

(These should be the same to within a DOF adjustment that goes away in large samples.)  

What is the .01 critical value for J-B?  _________________ 

Can you reject normality with J-B at this level?_______________

What p-value does EViews give?  __________________

11.  (20 HW points)  Since you rejected normality, OLS estimates of the regression coefficients give too much weight to outliers and hence are inefficient.  Reestimate the regression using Robust Least Absolute Deviation (LAD) estimation, as follows:  In the EQUATION window, select ESTIMATE (which should still have your equation specification present), then ESTIMATION SETTINGS > QREG – QUANTILE REGRESSION (INCL LAD) and leave QUANTILE TO ESTIMATE at its default 0.5 setting, so as to obtain the Regression Median, or equivalently the LAD estimator.  Leave the standard errors at the default HUBER SANDWICH setting, with the “Epanechnikov Kernel”.  What is the coefficient on ZNOX now?  



Coefficient on ZNOX ___________________



SE                               ___________________ 

Since this regression is effectively being estimated by Maximum Liklihood using Laplace-distributed errors whose density does not have a second derivative at 0, the SEs are only asymptotically valid.  Note that you have just used an Epanechnikov Kernel, without even knowing what it is, let alone how to say it!  This merely smoothes the density with a quadratic spline so that the second derivative of the likelihood function will be well defined at its max, as required by ML standard errors.
For full credit on #7-11, print out your results for #11 with your name printed by Eviews at the top and attach to this HW.   

